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Experiments were conducted to measure the performance of a rotor, typical of that used on a rotating-wingmicro

air vehicle, which was shown to develop relatively low hovering efficiency. This inefficiency can be traced to high

profile drag losses on the blades and also to the relatively large turbulent and rotational aerodynamic losses that are

associated with the structure of the rotor wake. High-resolution flow visualization images have divulged several

interesting flow features that appear unique to rotors operating at low Reynolds numbers. The wake sheets trailing

from the rotor blades were found to be much thicker and also more turbulent than their higher chord Reynolds

number counterparts. Similarly, the viscous core sizes of the tip vortices were relatively large as a fraction of blade

chord. However, the flows in the tip vortices themselves were found to be similar, with laminar flow near their core

axis and an outer turbulent region. Particle image velocimetry measurements were made to quantify the structure

and strength of thewakeflow, including the tip vortices.Ananalysis of the vortex agingprocesswas conducted.Anew

nondimensional equivalent time scaling parameter is proposed to normalize the rate of growth of the vortex cores

that are generated at substantially different vortex Reynolds numbers.

Nomenclature

A = rotor disk area, ��R2, m2

Ae = effective disk area, m2

Cd = drag coefficient
�Cd = average drag coefficient
Cl = lift coefficient
CP = rotor power coefficient,�P=�A�3R3

CT = rotor thrust coefficient, �T=�A�2R2

c = blade chord, m
DL = disk loading�T=A or T=Ae, N �m�2
FM = figure of merit
P = rotor power, N �ms�1

PL = power loading, �T=P, lb � hp�1
R = radius of the blade, m
Rev = vortex Reynolds number, ��v=�
r,�, z = vortex coordinates, m
�r = nondimensional radial distance, �r=rc
rc = core radius of the tip vortex, m
T = rotor thrust, N
Te = equivalent time, s
t = time, s
V� = swirl velocity, m � s�1
vh = hover induced velocity, m � s�1
W = vehicle weight, N
x, y, z = DPIV coordinates, m
� = Lamb’s constant, �1:25643
� = circulation, �2�rV�, m2 � s�1
�b = bound circulation, m2 � s�1
�c = circulation at the core radius, m2 � s�1
�v = circulation at large distances, m2 � s�1
� = ratio of apparent to actual viscosity
� = wake age, deg
� = induced power factor
� = kinematic viscosity, m2 � s�1
�T = total kinematic viscosity, ��� �t, m2 � s�1

�t = eddy or tubulent viscosity, m2 � s�1
� = air density, kg �m�3
	 = rotor solidity
 = azimuthal position of blade, rad
� = rotational speed of the rotor, rad � s�1

Introduction

A ERODYNAMIC research on hover-capable micro air vehicles
(MAVs) has been gaining significant interest from the research

community over the past few years. This is because MAVs have
potential advantages for performing critical military operations at
low risk, such as surveillance, various covert operations, or remote
sensing in hazardous environments when airborne chemicals or
biological agents exist. Although various definitions of MAVs have
been put forth, generally speaking they are defined as flight vehicles
that have a maximum dimension that does not exceed 15 cm (6 in.).

Biomimetic (insect-inspired) flapping wings and rotating wings
(i.e., rotors) are two different concepts being considered for hovering
types of MAVs. Both mechanisms seem to have their own relative
advantages and disadvantages. Flapping-wing mechanisms are
known to have relatively poor mechanical efficiency, but there have
been several hypotheses forwarded [1–4] that claim that flapping-
wing concepts can offer better aerodynamic efficiency compared to
rotating wings when operated at extremely low chord Reynolds
numbers, say below 50,000. Yet, with the generation of turbulent,
separated flows with significant vortical flow zones, it is difficult to
see how flapping wings can be considered aerodynamically
“efficient.” Several attempts have been made through computational
fluid dynamic simulations, as well as experiments, to prove these
hypotheses and to understand the basic physics of flapping-wing
flight [5–13]. This work, however, has resulted in mixed levels of
success. Computationally, one difficulty is tracking wake vorticity to
long times. Experimentally, there are difficulties in measuring
accurately the low thrust generated and the corresponding small
power required. In both cases, the difficulties of both measuring and
predicting the complex three-dimensional, highly unsteady, viscous
dominated vortical flows that are present in these types of flowfields
cannot be underestimated.

As a result, a comprehensive knowledge of flapping-wing flight
has not yet been established to fully explain the aerodynamic
performance of insects, or to conclusively prove any of the postulated
relative aerodynamic efficiency of flapping-wing based MAVs over
rotating-wing concepts. Initial work on the flow diagnostics of a
flapping-wing concept is reported in [13], and the focus of the
parallel work reported here is on a rotating-wing concept. The
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primary objective of theworkwas to examine thewake from aMAV-
size, microrotor, and to perform a baseline experiment that helps
further the understanding of rotor behavior at low blade Reynolds
numbers. The experiment was performed in two stages. First, the
performance of the microrotor was measured at various rotational
speeds and blade pitch angles. This was followed by flow
visualization and digital particle image velocimetry (DPIV)
measurements. The work reported in this paper mostly describes
the various aerodynamic structures that are present in the flowfield,
and those which contribute to determining the net aerodynamic
performance of the rotor.

Background

The efficiency of any hovering vehicle can be quantified in terms
of an effective power loading, which is defined as the ratio of the
vehicle weight (or thrust produced) to the power required to hover,
that is, W=P� T=P� PL. The induced (ideal) power required to
hover is given by P� Tvh, where vh is the minimum average
induced velocity through the plane of the rotor disk (or normal to the
effective stroke plane of wing flapping [1]) to produce the thrust T.
This means that the ideal power loading will be inversely
proportional to the induced velocity; this is a fundamental result that
comes about based on a solution to the elementarymomentum theory
[14], which invokes the principles of conservation of mass,
momentum, and energy in the flow through the rotor.

Using the momentum theory, the average ideal (minimum)
induced velocity can be written in terms of the effective disk loading
as

vh �
�����������
T

2�Ae

s
�

��������
DL

2�

s
� P
T
� �PL��1 (1)

where DL is the effective disk loading, T=Ae. For a rotor Ae � A
(rotor disk area), and for a flapping wing the effective disk area Ae is
usually based on the net swept area in the stroke plane over one
complete wing stroke [1]. The power loading can also be written in
terms of the figure of merit FM (i.e., the aerodynamic efficiency) of
the system as

PL� T
P
�

������
2�
p

FM��������
DL
p (2)

where the FM accounts for all sources of nonideal losses, that is,
other than the induced losses from changes in vertical momentum of
the flow. This means that the best hovering efficiency (i.e., the
maximumpower loading) is obtainedwhen the effective disk loading
is minimized and the FM is maximized at that disk loading.

According to the results in Fig. 1, the power loading for hovering
flight increases quickly with decreasing effective disk loading (note
the logarithmic scales). The best theoretical hovering performance
under the stated assumptions is given by the FM� 1 line. It will be
apparent that hovering concepts that have low effective disk loadings

will always require relatively low power per unit of thrust produced
(i.e., they will have higher ideal power loading) and will require less
power (and consume less energy) to generate any given amount of
thrust.

Therefore, a prerequisite to high hovering efficiency for any type
ofMAV concept (rotating wing or flapping wing) is always to have a
low effective disk loading, although the conceptmust also have good
aerodynamic efficiency (i.e., a high FM). Notice that insects and
hummingbirds generally have very low effective disk loadings even
though their effective FM values may not necessarily be that high.
Measurements made on rotating wings at low disk loadings show
efficiency levels comparable to those reportedly achieved by insects.

Because of the relatively low mechanical efficiency of existing
flapping-wing MAV concepts, a proven concept such as rotating
wing may be the best short-term solution toward successfully
developing a hovering-efficient MAV, but only if the rotor can be
designed to have both low disk loading and good aerodynamic
efficiency. Although good aerodynamic efficiency requires the
design of blade airfoil sections with low drag and high lift-to-drag
ratios, a major source of performance loss for a hovering rotor is
contained within the structure of its blade wake, that is, the induced,
rotational, and turbulent losses. It is these losses that will prove
difficult to minimize in the quest for more efficient microrotors.

Comprehensive rotor wakemeasurements have been carried out to
help understand the source of wake losses using various scales of
rotors, from laboratory model scale to full scale [15–22]. However,
no detailed wake measurements have yet been performed on MAV-
scale rotors, where the blade tip chord Reynolds numbers lie in the
range of 10,000–50,000. This lack of data is not only because of the
experimental complexities associated with measuring rotor flows at
any scale, but also from the specific measurement challenges that are
unique at the MAV-scale level. This includes, but is not limited to,
the physical size of the flow structures that are present, which are
often too small to be sufficiently resolved with most types of flow
diagnostic methods.

The substantial difference in the operating chord Reynolds
numbers between a MAV-size rotor and even moderately larger-
scale rotors immediately raises several scaling issues that need to be
addressed. Clearly, viscous forces are more important for
determining the characteristics of the flowfield at these low
operating Reynolds numbers. Also, existing experimental evidence
suggests that the hovering efficiencies of MAV-scale rotors are
substantially lower (with FM values of approximately 0.5) when
compared with their high Reynolds number counterparts that have
FM values of 0.75 or more [14,23–25]. This suggests that the design
goal of improving aerodynamic efficiencies to levels comparable to
full-size rotors stems, in part, from an understanding and the
minimization by better design of the various sources of losses inside
the rotor wake. This includes thewake sheets trailed from each blade,
as well as the blade tip vortices and their evolution at low vortex
Reynolds numbers.

Experiment

Rotor Performance Measurements

The blades for themicrorotorweremade of composite carbonfiber
and had circular arc, cambered airfoil sections. The top and bottom
surfaces of the blades were aerodynamically smooth. The leading
and trailing edges of the blades were machined to have rounded
edges with circular profiles. The radius of the blade was 86mm, with
a uniform chord of 19 mm, giving a blade aspect ratio of 3.7. The
blades had no twist or taper. The rotor had a solidity 	 of 0.14 with
two blades attached.

The rotor was mounted in a test fixture with one load cell to
measure thrust, and another load cell to measure torque. The
performance of the rotor was measured at different combinations of
rotational speeds and blade pitch angles. Tares were measured and
subtracted at different rotational speeds with the blades detached
from the hub.

A representative figure of merit plot versus blade loading
coefficient is shown inFig. 2. For reference purposes, twoFM curves

Fig. 1 Power loading versus effective disk loading for biological and

mechanical systems. Low effective disk loading always leads to higher

hovering efficiency (high power loading).
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based on simple rotor theory as given by

FM� C3=2
T =

���
2
p

��C3=2
T =

���
2
p
� � �	 �Cd=8�

(3)

are shown, which are marked here simply to represent bounds rather
than the actual predicted performance of the rotor. An average

sectional drag coefficient �Cd � 0:03 was assumed, which is typical
[23–25] of airfoil section drag coefficients at blade chord Reynolds
numbers of 50,000 and also assuming induced power factors � of 1.5
and 2.0, respectively. Notice that the measurements confirm that the
rotor has relatively low aerodynamic efficiency, with an average
figure of merit of only about 0.5. Rotor theory gives reasonable
bounds on the measurements, and besides indicating significant
blade profile losses, also suggests that relatively high induced losses
are present compared to those obtained with rotors operating at
higher Reynolds numbers (where � will be less than 1.2).

The problems associated with the design of an efficient rotating-
wingMAVnow become immediately apparent. By plotting the rotor
FM as a function of induced power factor (which is a measure of

induced losses) and blade section C3=2
l =Cd (which is a measure of

airfoil section efficiency), as shown in Fig. 3, it is apparent that
significant reductions in both induced losses and blade section losses
are required to improve the FM. Clearly, unless the high induced
losses at the MAV scale (k > 1:5) can be significantly reduced, no

amount of improvement in airfoil section C3=2
l =Cd can lead to

increased values ofFM. This shows the importance of understanding
and minimizing the losses in the rotor wake combined with airfoil
section improvements for the best low Reynolds number rotor
operation.

Flowfield Measurements

The present experiments included flow visualization and two-
component DPIV measurements in the rotor wake. The two-bladed

rotor was placed on a rotor stand, as shown in Fig. 4. For these sets of
experiments the rotor was operated at a rotational frequency of 50Hz
with a tip speed of 27:02 ms�1. The operating tip Mach number and
Reynolds number based on chord were 0.082 and 34,200,
respectively. The measuredCT=	 for the test conditions was 0.0867.

For both the flow visualization and DPIV measurements, the flow
at the rotor was seededwith amineral oil fog. The average sizes of the
seed particles were between 0.2 to 0:22 
m in diameter, which was
small enough to minimize the particle tracking errors [26]. For the
DPIV experiments, the entire test area was uniformly seeded before
each sequence of measurements. For the flow visualization,
judicious adjustment of the seeder was required to introduce
concentrations of fog at the locations needed to clearly identify
specific flow structures, such as the tip vortices.

A laser light sheet from a Nd:YAG pulsed laser source capable of
frequencies up to 15 Hz was used in synchronization with the rotor
frequency to illuminate planes in the flowfield. A fully articulated
optical armwas used to locate the light sheet in the required region of
focus. A 6.1 megapixel digital still camera was used to acquire all of
the images. Digitizing the images relative to a calibration grid
provided the required spatial locations of the various observed flow
structures, such as the wake sheets and the tip vortices. A schematic
of the experimental setup is shown in Fig. 5.

The DPIV system included dual Nd:YAG lasers that were
operated in phase synchronization with the rotor, the optical arm to
transmit the laser light into the region of interrogation, a digital
charge-coupled device (CCD) camera with 1 megapixel resolution
placed orthogonally to the laser light sheet, a high-speed digital
frame grabber, and DPIV cross-correlation analysis software. The
laser could be fired at any blade phase angle around the shaft,
enabling DPIV measurements to be made at any required wake age.

The two lasers were fired with a pulse separation time of 15 
s;
this corresponded to less than 0.1 deg of blade motion. The
interrogation region was focused on a particular region of interest
within the image using 50 � 50 nodes on either side. This covered an
interrogation size of 38 � 44 mm, with 0:75 � 0:88 mm between
adjacent nodes.

DPIV Image Processing

Processing the acquired DPIV images to obtain reliable velocity
vectors at this scale was found to be challenging. The biggest
advantage of DPIV is its ability to measure the velocity field (over a
plane) at a given instant of time rather than the point-by-point

Fig. 2 Figure of merit curve for the microrotor versus blade loading

coefficient with momentum theory bounds shown.

Fig. 3 Rotor figure of merit in terms of wake induced loss and blade

section efficiency.

Fig. 4 Photograph of the upper part of the rotor test fixture.

Fig. 5 Schematic showing the DPIV setup.
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measurements typical of laser Doppler velocimetry. However, for a
flow that has substantial three-dimensional velocity gradients and/or
is combined with large strain or rotational effects (e.g., for vortex
flows, as in the present case), the processing of the raw DPIV images
needs to satisfy several criteria to result in accurate flowfield
measurements [27].

This is further complicated by the aperiodic movement of the tip
vortices; this requires individual DPIV images to be spatially
orientated so that the centers of the tip vortex in all of the images
coincide with each other before the phase averaging. This standard
correction for aperiodicity, however, is based on the questionable
assumption that the inner region of the vortex flow rotates like a solid
body, and so that all of the measurement points inside the vortex are
displaced by equal amounts and with the same velocities.

The following describes the procedure used in the present
experiment for determining the velocities in the flowfield from the
DPIV images. The raw images were first processed using the DPIV
cross-correlation analysis software, which yielded the velocity
vectors across the entire region of interest. The processing was
performed in such a way that the maximum number of interpolated
vectors allowed in each image (which has 50 � 50 nodes) was less
than 10. The interrogation window was chosen such that the
maximum displacement of the seed particles within the interrogation
window was less than one-quarter of the window size. It should be
noted that the vortex has nearly zero rotational (swirl) velocity at its
center (axis of rotation), and has maximum swirl velocity at its core
boundary. The core center, however, has a significant convection
velocity. Because the interrogation window size usedwas uniform in
this case (no adaptive grid method has been developed yet) and is
optimized for peak velocity measurements, the particle displacement
near the vortex center will be a very small fraction of the window
size. This may not yield accurate flow velocity results near the vortex
core axis.

Furthermore, the combination of centrifugal and Coriollis forces
affects the trajectories of the seed particles near the vortex core center
[26],which gives a clear seed “void”with a low concentration of seed
particles, as can be seen in Fig. 6. This further complicates the
problem of making measurements because without enough seed
particles, the DPIV analysis may not yield many velocity vectors in
those regions. As a result, some of the interpolated vectors obtained
during data reduction come from this seed void region.

Accurately measuring the center of the vortex and estimating its
core radius are two fundamental requirements for understanding the
evolutional properties of tip vortices at any scale. Because the flow
velocity vectors aremeasured through a spatially digitized grid over a
given plane in the flowfield, the probability is relatively high that the
grid lines will not pass through either the center of the vortex or its
core boundary. Identifying the center of the vortex by estimating its
centroid of vorticity is a procedure followed by many computational
fluid dynamic analysts (e.g., [28]) as well as by some
experimentalists (e.g., [17]). However, for the DPIV measurements
made in the present study it was found that the grid resolution at this
small scale was not completely sufficient to accurately determine the
centroid of vorticity by this approach. Therefore, the center of the
vortexwas defined as themidpoint location of the peak swirl velocity
that exists on either side of the vortex flow.

This process brings in yet another complication of removing the
local convection velocities of the tip vortices through the wake flow.
In the present experiment, this was done by choosing an equal
number of points on either side of the vortex core and by averaging
the tangential component of velocity measured at these points. The
velocity components associated with the rotation of the tip vortex
were then canceled, leaving only the convection velocity.

The next step was to increase the resolution of the grid to more
accurately determine the tip vortex core boundaries. This was done
using the Kriging method, which interpolates a value for each output
cell by calculating a weighted average of the values at nearby points.
The Kriging method analyzes the statistical variation in values over
different distances and in different directions to determine the shape
and size of the selection area, as well as the set of weighting factors
that will produce theminimum error in the interpolated estimate. The
grid resolution was then increased by an order that produced a
maximum distance of 0.05 mm between adjacent nodes, leaving the
maximum possible uncertainty to be less than 0.0125 mm. Once the
position of the vortex center was estimated, the procedure was
repeated for multiple images that were obtained at the same wake
age. Following this, the images were appropriately collocated so that
the center of the tip vortices coincided with each other. This allowed
for a determination of their phase-averaged flow properties.

Results

Flow Visualization

Flow visualization imageswere acquired at different wake ages by
changing the phase of the blade passage relative to the plane
occupied by the laser sheet. Figure 6 shows an example of the
concentrated vortices trailing from the tips of blades. Because this
was a two-bladed rotor system, every second tip vortex that appears
in sequence on the same side of the image is 180 deg of wake age
apart.

A closer view of the trailed wake sheet that corresponds to the
“boxed” region in Fig. 6 is shown in Fig. 7. The trailed wake sheet
can also be seen to roll up into a concentrated vortex near the blade
tip. Also, this image reveals the presence of well-organized eddies
trailed at regular points along the span of the blades. These eddies
identify regions of local concentrated vorticity that result from the
merging of boundary layers from the upper and lower surfaces of the
blade. In this case, the boundary layers are relatively thick because of
the low chord Reynolds numbers (<50; 000 at the blade tip).

Fig. 6 Flowvisualization image acquired at 0 degwake age showing the

trailed blade tip vortices and the inner wake sheet.

Fig. 7 Closer view of the wake sheets trailing from the rotor blade at

0 deg wake age.

Fig. 8 Flow visualization image obtained at 73 deg ofwake age showing

the roll up of the vortices at the tip of the blade.
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It can be seen fromFig. 8, that the inboard parts of the helical wake
sheets convect axially below the rotor at a much faster rate compared
to the tip vortices. This is because they are well inside the slip-stream
boundary of the rotor wake, and so the sheets take on increasing
inclinations to their initial (almost parallel) orientation to the rotor
disk plane. The downstream sheets are much thicker and are also
more turbulent than would be obtained with a rotor operating at
higher blade Reynolds numbers (see Fig. 9). The net effect is that the
helical wake sheets are folded down on top of each other, ultimately
occupying a substantial part of the far wake or vena contracta.

Even though the parts of the wake sheets that roll up into the tip
vortices appear more turbulent at the MAV scale, the flow near the
core axis of the tip vortex is clearly laminar (see Fig. 10). This effect
is similar to that found with tip vortices that are trailed from blades
operating at higher vortex Reynolds numbers [16]. In this case, a tip
vortex generally shows three distinct regions: 1) an inner laminar
region where there are no mixing interactions between adjacent
layers of fluid, 2) a transitional flow region where there are eddies of
several scales, and 3) an outer turbulent region where the flow is
mostly turbulent but relatively free of any larger eddies. This
multiregion structure arises mainly because of a Richardson number
effect [29], which is a rotational stratification effect, and so the

relative sizes of the three regions in the vortex flow depend on the
vortex Reynolds number �v=�.

DPIV Measurements

Representative DPIV results in the rotor wake that were obtained
at 33 deg of wake age are shown in Fig. 11. The resultant velocity
vectors V� � Vr show the slip-stream boundary from the rotor. The
flow is well organized and has a higher velocity inside the wake slip-
stream boundary with an essentially quiescent flow outside this
boundary. The mean velocity field shown in this figure was obtained
by phase averaging 80 individual DPIV vector fields without
correcting for aperiodicity. As previously discussed, it is difficult to
apply aperiodicity corrections to larger regions of the flow because
the different parts of the wake (at different wake ages) exhibit
aperiodic displacements with slightly different magnitudes and
frequencies. As a result, correcting the flowfield based on the
aperiodic properties at one point in the flow simply introduces a
biased and incorrect correction at other locations

The vorticity contours, which are shown in the background of
these images, identify the presence of three strong tip vortices. The
tip vortex that is closer to the rotor blade (33 deg of wake age) has not
yet rolled up completely, resulting in relatively lower levels of
vorticity. However, by a wake age of 213 deg, the vortex shows
strong vorticity at its core, which then diffuses radially away from the
core with further increase in wake age. It is apparent from this image
that the tip vorticesmove radially inward and axially downward from
the blade tips as their wake age increases. Also, from the axial
location of the vortices below the rotor plane, it can be observed that
their axial convection velocity increases after the first blade passage.
These are fundamental features common to the wake developments
found on rotors at a larger scale [15–17].

Figures 12a and 12b show the average velocity field acquired
before and after correcting for the effects of aperiodicity,
respectively. On comparing the vorticity contours on the background
of both figures, it is apparent that the ensemble phased-averaged
vector plot identifies the maximum vorticity at the vortex axis. The
results of a simple averaged vector flowfield show the presence of a
tip vortex, however, the vorticity is not a maximum at its center. The
distribution of vorticity obtained from the corrected flowfield data by
making a spanwise cut across the tip vortex is shown in Fig. 13. It can
be seen that the maximum value of vorticity is near the vortex axis at
all wake ages, as would be expected. Also, it is apparent that the peak
value of vorticity reduces (hence diffusing vorticity radially
outward) with increasing wake age, again as would be expected
based on known tip vortex behavior at higher vortex Reynolds
numbers.

The swirl velocity distributions shown in Figs. 14a and 14b were
determined by making a cut across the center of the vortex at six
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different wake ages. The velocity magnitudes were normalized
conventionally using the tip speed of the rotor. The classical swirl
velocity signature of a tip vortex can be seen in all of the measured
velocity profiles. Comparing the swirl velocity profiles measured at
26 and 63 deg of wake age reveals that the peak swirl velocity
initially increaseswith increasing time. Such an observation has been
reported earlier with tip vortex measurements obtained from a
subscale rotor [30]. However, the initially lower peak swirl velocity
in the present case is likely attributed to the increased boundary layer

thickness on the blades at this low chord Reynolds number, which
could affect the initial development of the tip vortex as it first rolls up
behind the blade. This effect can also be seen from Fig. 11, where the
tip vortex at a wake age of 213 deg is seen to exhibit higher values of
vorticity than at 33 deg. The effects of viscous diffusion can be seen
from the swirl velocity profiles at older wake ages, which thereafter
exhibit a slow continuous reduction of peak swirl velocity with
increasing wake age. This is accompanied by an increase in the
vortex core size (defined as the distance between two swirl velocity
peaks), which is consistent with conserved core circulation.

The circulation distribution in the tip vortices can be determined
from the swirl velocity profiles given in Figs. 13 and 14. Based on the
assumption that the flow inside the vortex is closely axisymmetric,
the circulation distribution can be calculated using the expression

�

�Rc
� 2�

�
V�
�R

��
r

c

�
(4)

where r is the radial distance from the center of the tip vortex. The tip
vortex strength �v is related to maximum bound circulation on the
blade �b and can be estimated from [14] using

�v
�Rc

� �b
�Rc

� k
�
CT
	

�
(5)

where k� 2 for a rotor blade with ideal twist and k� 3 for an
untwisted blade [15]. For the current operating condition of this
rotor, the estimated value of �b=�Rc is 0.256, which is consistent
with themeasurements of�v. It can be observed from Fig. 15 that the
total vortex circulation approaches the value of bound circulation at
large radial distances away from the center of the vortex.

Tip Vortex Core Growth

The viscosity of the fluid always plays a substantial role in the
evolution of all lift-generated tip vortices. This is especially true in
the case of MAV-size rotors, which always create tip vortices that
have much lower vortex Reynolds numbers than even moderately
larger rotors. The viscous spindown and core growth behavior of
these tip vortices are often explained using Lamb-like models. Lamb
[31,32] derived an exact solution to the Navier–Stokes (NS)
equations to predict the growth rate of laminar vortex cores, where
the core radius is given by the simple expression

rc�t� �
����������
4��t
p

(6)

where � is Lamb’s constant. This result is based on the assumption
that the flow inside the vortex is completely laminar, although this
cannot be a correct assumption based on theflowvisualization results
shown previously in Fig. 10. The time t represents the real time
elapsed since the vortexwas trailed from the blade tip. The use of real
time to compare the growth properties of laminar tip vortices at any
vortex Reynolds number is entirely appropriate. This is because the
transfer of momentum between adjacent layers of fluid is only
through molecular diffusion. This implies that the time scale
governing core growth is only dependent on the fluid properties (i.e.,
the kinematic viscosity), which is independent of vortex Reynolds
number if the flow is completely laminar.

For real vortices, the transfer of momentum and vorticity between
adjacent layers of fluid also occurs because of turbulence. To explain
and compare the rate of transfer of radial momentum through the
effects of turbulence, the concept of eddy viscosity has been well
developed. The modified growth rate of the vortex core to
accommodate the effects of turbulence is given by

rc�t; �� �
�����������������������
r20 � 4���t

q
(7)

where � > 1 accounts for the increased levels of eddy viscosity in the
vortex flow, on average. Here, r0 prevents the singular solution at
time t� 0 by having a definite (viscous) core size. It is known that �
is a function of vortex Reynolds number [29,33,34]. An increase in
vortex Reynolds number gives an increase in turbulence that, in turn,

Fig. 13 Streamwise vorticity distribution across the tip vortex forwake

ages of 26, 83, and 263 deg.
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Fig. 12 PIV velocity vector plots obtained at 26 deg of wake age before

and after correcting for the effects of aperiodicity.
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increases the average eddy viscosity in the vortex flow and so
increases the vortex core growth rate.

Vortex models based on the Lamb–Oseen model have been
modified empirically to include the effects of turbulence, which then
have different values of average eddy viscosity at different vortex
Reynolds numbers [29]. This means that the time scale (which is
dependent on the total viscosity) will also change for varying values
of vortex Reynolds numbers. Therefore, the comparison of vortex
core growth measurements acquired at significantly different
Reynolds numbers using the same time scale is probably not
appropriate, and the time scale must be normalized by an appropriate
scaling parameter that must take into account Reynolds number
effects.

This concept can be better explained by plotting themeasured core
size of the tip vortices and comparing them to results measured from
a subscale rotor that has generated vortices at higher vortex Reynolds
numbers, which is shown in Fig. 16. It can be seen from this figure
that the tip vortex core measured from the MAV-size rotor appears
much higher when compared at the same wake age. Despite the fact

that the vortex Reynolds number of the MAV-size rotor is about
5 times smaller than those even in the subscale measurements, when
plotted versus wake age the value of � appears to be twice that of the
subscale measurements. This would imply that the tip vortices from
the MAV-size rotor at the same age contain, on average, twice the
amount of turbulence compared to the vortices generated by the
subscale rotor. This does not seem reasonable bearing in mind the
very much lower vortex Reynolds numbers found at the MAV scale.

This problem can be further understood by plotting the tip vortex
measurements in terms of equivalent peak swirl velocity and
equivalent downstream distance using an Iversen-type correlation
curve [34], as shown in Fig. 17. Tip vortexmeasurements acquired at
different vortex Reynolds numbers (from both rotating wings and
fixed wings) have been plotted here, along with Iversen’s solution. It
is apparent from this figure that the measurements made with the
microrotor correlate quite well with the Iversenmodel. This suggests
that the growth characteristics of the tip vortices trailed from a
microrotor should be substantially similar to that generated by any
type of tip vortex. A substantially higher value of � (growth rate)
suggested by Fig. 16, therefore, cannot be physical.

Equivalent Time

The viscous core size and growth rate of the vortex at any given
time depend at least on four parameters: 1) the initial core size as it
leaves the blade, 2) the total viscosity of the fluid (kinematic plus
eddy, �� �t), 3) time or wake age, and 4) the strain (stretching or
squeezing) experienced by thefilament as it convects in theflow. The
initial core size r0 takes into account the thickness of the boundary
layer on the blade (which also rolls up into the tip vortices) and the

Fig. 15 Measured circulation distribution across the tip vortices at

various wake ages.

Fig. 16 Comparison of the measurements of tip vortex core size at

different Reynolds numbers with increasing wake age.

Fig. 17 Iversen type of correlation function used to consolidate all of

the tip vortex measurements.

Fig. 14 Swirl velocity distributions across the tip vortex at several wake ages.
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total viscosity addresses the effects of scaling (vortex Reynolds
number �v=�). It can be seen that the tip vortex cores trailed from the
microrotor blades show a reduction in size before starting to increase,
the latter which is from the effects of viscous and turbulent diffusion.
The initial reduction in core size indicates the delayed completion in
the roll up of the tip vortices. Positive strain rates, which are known to
be substantial during the vortex roll-up process, are known to counter
the effects of diffusion to result in a reduced core size [16]. Even
though there is a reduction in core size, the absolute size of the vortex
core is still relatively larger than is found at higher Reynolds
numbers. This is expected and, as mentioned earlier, is likely partly a
result of the relatively thick boundary layers on the blade and their
influence during the initial roll up of the vortices.

Using dimensional analysis, an equivalent time parameter can be
defined as

Te �
t

c2=�v
� �=�

c2=�v
� �R
c

�
�v
�Rc

�
(8)

with the assumption that any strain effects on the vortex flow are
negligible. Such an assumption is valid once the roll up of the tip
vortices is complete. This equivalent time parameter can also be
derived from the nondimensional similarity variable used in the
Ramasamy–Leishman vortex model [29], which is an exact solution
to the Navier–Stokes equations for a vortex flow. Any analysis made
to understand the growth rate of the tip vortex cores that are evolving
at different vortex Reynolds numbers should be made using an
equivalent time parameter. It can be observed that the equivalent time
parameter is a function of the principal permanent characteristic of
the tip vortex, namely, the total vortex circulation �v. It should be
remembered here that the eddy viscosity, which represents ameasure
of turbulence, is a function of the circulation contained within the
vortex. As a result, by taking into account the total vortex circulation,
the equivalent time accounts for the time scales associated with the
turbulence intensities within the vortex flow.

Using this equivalent time concept, the measured core growth of
the tip vortex is compared in Figs. 18 and 19withmeasurements from

the larger subscale rotor. First, by plotting in terms of the equivalent
time Te, the vortex cores trailed from the microrotor blades showed a
reduction in growth rate when compared with the previous
predictions shown in Fig. 16. Second, when comparing the results in
the two figures, it is apparent that when plotted in terms of the
equivalent time Te, the vortex core growth for the MAV-size rotor is
nearly identical to that of the subscale rotor. A value of � equal to 8
seems to represent the growth characteristics of both of the tip
vortices, even though they have substantially different Reynolds
numbers. However, the core growth is still higher than what is
expected based on the operating vortex Reynolds number.

The observed higher growth rate of the tip vortices from the
microrotor can be further explained by plotting the ratio of core
circulation to the total vortex circulation as a function of vortex
Reynolds number (as obtained from the Iversen’s exact solution to
the NS equations [34]—see the results in Fig. 20). A larger value for
this ratio (0.707 for laminar flow) would mean that the vortex will
diffuse its contained vorticity more slowly. It is apparent that the
value of this ratio is smaller when compared with the Iversen’s
solution at the measured vortex Reynolds number (10,000).
However, this ratio can be seen to be comparable to the
measurements from rotors operating at higher vortex Reynolds
numbers (50,000). Such a lower value of this ratio would mean that
the diffusion of vorticity is faster and may have its source from the
observed increase in boundary layer thickness on the blade (because
of the lower chordReynolds number), although further workmust be
done to examine this particular hypothesis.

Conclusions

The performance of a small rotor, typical of application to a
rotating-wing micro air vehicle, has been measured. This was
accompanied by flow visualization and DPIV measurements in the
rotor wake. It has been shown that the wakes generated by the rotor
blades are thicker and more turbulent than compared to the wakes
generated by rotors operating at higher chord Reynolds numbers. A
closer examination of the wake sheets revealed a very organized
series of discrete eddies that were trailed along the blade span. The tip
vortex structure also showed some important differences from those
expected on rotors operated at larger chord Reynolds numbers. The
following specific conclusions have been drawn from this study:

1) The overall hovering performance (power loading) of a MAV
will directly depend on its effective disk loading and its aerodynamic
efficiency or figure of merit (FM). Decreasing the effective disk
loading is a design goal that increases the power loading and
attempting to raise the FM by reducing both induced and profile
losses are the primary requirements for developing an efficient
hovering MAV.

2) The maximum FM values measured were found to be
substantially lower (no more than 0.5) than for rotors operated at
higher chord Reynolds numbers (which often approach 0.8). The
increased boundary layer thicknesses on the blades and the more
turbulent wake (both of which increase losses) contribute to the

Fig. 18 Variation of the tip vortex core growth versus normalized time.

Fig. 19 Variation of the tip vortex core growth with normalized time

for the MAV-scale rotor measurements.

Fig. 20 Normalized circulation of the tip vortices from the MAV-scale

rotor relative to Iversen’s solution.
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substantially reduced efficiency of rotating wings that are operated at
low chord Reynolds numbers.

3) Viscous effects, which are relatively more important at low
Reynolds numbers, appear to affect the initial formation and roll up
of the blade tip vortices, which do not reach their full circulation until
some distance downstream of the blade. This roll up is followed by
the viscous and turbulent diffusion of vorticity, which results in an
increased tip vortex core size and a reduced peak swirl velocity with
increasing wake age.

4) The properties of blade tip vortices that aremeasured at different
vortex Reynolds numbers must be properly analyzed on the same
equivalent time scale. It was shown that by using an equivalent time
parameter to compare the vortex core sizes, the growth rate of the tip
vortices is similar to that found at higher vortex Reynolds numbers.
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